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Abstract
Bayesian analysis has enjoyed explosive growth in phylogenetics over the past five years. Accompanying this popularity has been increased focus on the meaning of the posterior probability (PP) and the role of the prior in phylogenetic inference. Here we discuss the behavior of the PP in Bayesian and frequentist terms and its relationship to parametric and nonparametric bootstrapping. We also review the use of priors in phylogenetics and the issues surrounding the specification of informative and minimally informative prior distributions.
INTRODUCTION

Over the past five years, Bayesian analysis has established itself as a major methodological innovation in the field of phylogenetics (Huelsenbeck et al. 2001, Lewis 2001). However, serious criticisms have been leveled against the method since near its inception (e.g., Suzuki et al. 2002). In this review we focus on two controversial aspects of Bayesian inference: (a) the use of posterior probabilities (PPs) as measures of clade support and (b) the specification of priors distributions. In particular we discuss the PP in relation to the bootstrap. Although the two support measures are superficially similar, empirical observations, simulation studies, and theoretical work clearly show they are not (and should not be) identical.

Bayesian phylogenetic analyses are conducted using a simulation technique known as Markov chain Monte Carlo (MCMC). Verifying that the MCMC analysis has been sufficiently thorough is clearly a major concern for practitioners, but coverage of the MCMC convergence issues is beyond the scope of this review.

Applying Bayes’ Theorem to Phylogenetics

Bayesian inference focuses on a quantity known as the posterior probability (PP, also denoted as \( \Pr(\text{Tree}|\text{Data}) \)), which is the probability that a tree is the true tree based on the prior beliefs and the likelihood. If we use \( \theta \) to represent the parameters of a model, then

\[
\Pr(\text{Tree}|\text{Data}) = \frac{\int \Pr(\text{Data}|\text{Tree}, \theta) \times \Pr(\text{Tree}, \theta) d\theta}{\Pr(\text{Data})}.
\]

The PP is calculated by integrating the PP density over all possible parameters of a model. This density is the product of the likelihood of the tree (\( \Pr(\text{Data}|\text{Tree}, \theta) \), the probability of the data given the tree and model) and the prior probability density of the tree and model (\( \Pr(\text{Tree}, \theta) \), simply referred to as the prior) divided by the probability of the data (\( \Pr(\text{Data}) \)).

The prior encapsulates knowledge from sources other than the data at hand, such as information from earlier studies. The likelihood used in Bayesian calculations is a measure of how well a hypothesis fits the observed data. In maximum likelihood inference, trees (or other hypotheses) are chosen solely on the basis of the likelihood function. In contrast, Bayesians choose the most probable tree, which is a function of both the likelihood and the prior. The same models of character evolution used in maximum likelihood can be used in the Bayesian framework simply by specifying prior distributions for the model parameters.

The PP cannot be calculated analytically because it requires a complex integration over the model parameters (branch lengths, rates, base frequencies) and a summation over all possible trees to calculate \( \Pr(\text{Data}) \) (the denominator of Equation 1). Thus phylogeneticists must use MCMC to approximate the PP (for a review of MCMC in phylogenetics, see Yang 2005). In MCMC, a so-called walk through tree/model space is simulated, and trees are periodically sampled. These samples approximate draws from the PP distribution. We can manipulate the MCMC samples to infer trees (and support for the trees).
Rise of Bayesian Phylogenetic Methods

The development of modern Bayesian applications in phylogenetics had multiple origins in the mid-1990s, with work by Rannala and Yang (Rannala & Yang 1996, Yang & Rannala 1997), Li (1996; Li et al. 2000), and Mau, Newton, Larget, and Simon (Larget & Simon 1999, Mau 1996, Mau & Newton 1997, Mau et al. 1999, Newton et al. 1999, Simon & Larget 2001). Yang (2005) compares these approaches in his recent review. The rapid acceptance of Bayesian phylogenetics can be explained by several factors: the availability of user-friendly software implementations, MRBAYES (Huelsenbeck & Ronquist 2001, Ronquist & Huelsenbeck 2003) and BAMBE (Simon & Larget 2001); the incorporation of complex models of character evolution; the perceived computational advantages of Bayesian MCMC over maximum likelihood; the capacity to accommodate uncertainty in model parameter values, topologies, and ancestral state reconstructions (e.g., Lutzoni et al. 2001, Pagel & Lutzoni 2002); and the ability to simultaneously infer trees and support for clades.

Bayesian Posterior Probabilities as Measures of Clade Support

Although PP statements can be made about any parameter of the model, systematists are usually interested in support for trees or clades. In current practice, workers decide on models of evolution (see review in Sullivan & Joyce 2005), specify prior distributions, perform an MCMC run, and produce a majority-rule consensus tree of all the sampled topologies. The numbers on the branches of the consensus tree (the proportion of the MCMC samples that contain a particular split) approximate the PP of the split. Because all the MCMC samples are used in calculating the PP, support for some clades may come from trees that are poorly supported. The MCMC samples can also be summarized using tree-based approaches, which find the 95% credible set of trees and summarize the topological similarities of the trees within this set (Holmes 2003, 2005).

Early developers of Bayesian phylogenetic methods (Larget & Simon 1999, Rannala & Yang 1996, Yang & Rannala 1997) noted that the PP of a clade was often higher than the associated bootstrap proportion (BP). Subsequent empirical studies confirmed this as a general phenomenon, and the first major controversy of Bayesian phylogenetics emerged (Buckley et al. 2002, Karol et al. 2001, Leaché & Reeder 2002, Miller & Andrew 2005, Miller et al. 2002, Murphy et al. 2001, Streelman et al. 2002, Whittingham et al. 2002, Wilcox et al. 2002). On the heels of these studies came a small flurry of simulations and theoretical papers that sought to explain the statistical behavior of the PP, especially in relation to the BP (Alfaro et al. 2003, Cummings et al. 2003, Douady et al. 2003, Erixon et al. 2003, Miller & Andrew 2005, Simmons et al. 2004, Suzuki et al. 2002). Some authors suggested the BP was too conservative and argued for the PP as the preferred support measure (Murphy et al. 2001, Wilcox et al. 2002). They noted that PPs of 95% were generally associated with bootstrap values of 70% or greater and suggested this result was in agreement with earlier work arguing that BPs of 70% actually indicated confidence levels of 95%.
(Hillis & Bull 1993; but see Efron et al. 1996, Felsenstein & Kishino 1993, Newton 1996). Others (e.g., Buckley et al. 2002) suggested that a less-conservative PP might be more susceptible to model misspecification than the bootstrap. Consensus has yet to emerge on the merit of using the PP as a support measure in phylogenetics. In part this is because the results of these studies appear to be contradictory. Some of the controversy arises from the unfortunate notion that Bayesian methods should be judged by their frequentist behavior (Huelsenbeck & Rannala 2004).

Frequentist and Bayesian Statistics

Most biologists have been trained in frequentist statistical approaches and are relatively unfamiliar with Bayesian methods. Fundamentally, the approaches differ in their treatment of parameters: The frequentist approach has fixed but unknown values, whereas the Bayesian approach has random variables. Hypothesis testing and model-selection strategies also differ between these frameworks (e.g., Gelman et al. 2000; for phylogenetic applications, see Bollback & Huelsenbeck 2001, Huelsenbeck et al. 2001). In frequentist statistics, the decision to accept or reject a null hypothesis involves ascertaining whether an observed summary of the data (a test statistic) falls within the tails of the null distribution. In contrast, in Bayesian statistics, probabilities are assigned directly to hypotheses themselves, and no hypothesis is designated the null. Both Bayesian and frequentist approaches are defensible, but because their underlying approaches differ, tests in different frameworks may sometimes produce different results (Holmes 2005).

Studied Properties of the Posterior Probability of a Clade

Simulation studies and real-data analyses have been used to study several properties of the PP of a clade. Two possible interpretations of a support probability for an observed clade are apparent:

1. The Bayesian perspective is the probability that the clade is present on the true tree.
2. The frequentist perspective is 1.0 minus the p-value. If we take the null hypothesis to be that any particular clade is not in the tree, then the p-value is the probability a clade would be supported at least as strongly by the data even though the clade is not present in the true tree.

Despite the relevance of the former (Bayesian) interpretation to PPs, studies in theoretical systematics have evaluated how well the posterior from a Bayesian MCMC serves to estimate both of these properties (see Figure 1). We discuss several properties of the PP that have been studied in theoretical papers below.

Probability that the clade is correct. In simulation studies many data sets can be produced, and the true tree is known. Thus one can test how well the PP from a Bayesian analysis estimates the actual probability that a clade is correct (Hillis & Bull 1993). Ninety-five percent of all clades assigned a PP of 0.95 should be found on
Table 1

<table>
<thead>
<tr>
<th>Empirical result</th>
<th>Property</th>
<th>Generating model</th>
<th>Procedure</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>a) Type I error</td>
<td></td>
<td>Simulate data sets on tree NULL. Compare frequency of support for chimp + human in NULL distribution to observed support. Frequency = Type I error rate</td>
</tr>
<tr>
<td></td>
<td>b) Type II error</td>
<td></td>
<td>Simulate data sets on tree TRUE TREE. Record frequency of support values for chimp + human ≤ observed value. Frequency = Type II error rate</td>
</tr>
<tr>
<td></td>
<td>c) Phylogenetic accuracy</td>
<td></td>
<td>Simulate data sets on tree TRUE TREE. Examine all clades that receive support value equal to observed (78). Then calculate the proportion of those clades present on TRUE TREE. Proportion = Phylogenetic accuracy</td>
</tr>
<tr>
<td></td>
<td>d) Support for wrong clades</td>
<td></td>
<td>Simulate data sets on tree TRUE TREE. Examine proportion of wrong clades only that receive support ≥ observed support value. Proportion = Support for wrong clades</td>
</tr>
</tbody>
</table>

Figure 1

Four properties of phylogenetic support methods. The meaning of a 78% bootstrap proportion (BP) or posterior probability (PP) attached to the clade human + chimp depends on statistical context. (a) Type I error rate determination requires a null model in which the clade does not appear. (b) Type II error measures the rate of falsely rejecting human + chimp when it is true. (c) Phylogenetic accuracy (Hillis & Bull 1993) measures the probability that clades with a given support value are correct under generating conditions when the clade appears. (d) Support for wrong clades measures the strength of support assigned to clades that are not present under the generating conditions. Panels a and b are cornerstones of frequentist statistical testing. Panel c has become a common benchmark for phylogenetic confidence methods, although statements about accuracy are dependent on the generating conditions. Panel d is sometimes measured in studies comparing the BP with the PP.
the true tree. Theoretically, the PP is an ideal estimator, provided that the model is correct and the parameters for the simulation (including the tree shape) are drawn from the same probability distribution that is used as a prior. However, because PPs in phylogenetics are estimated with MCMC, inaccurate PPs may be obtained if the chain fails to reach the stationary distribution. This has not been shown to be a problem with real phylogenetic data. Simulation studies under relatively simple conditions confirm that MCMC performs well (Alfaro & Huelsenbeck 2006, Huelsenbeck & Rannala 2004). When the model is known and the prior is taken seriously, the PP perfectly matches phylogenetic accuracy (Huelsenbeck & Rannala 2004). Several simulation studies have compared phylogenetic accuracy to the PP using a fixed tree. Given the true model and a fairly easy tree to estimate, the PP is a conservative measure of phylogenetic accuracy, although it is less conservative than the nonparametric BP (Alfaro et al. 2003, Wilcox et al. 2002).

A number of studies have demonstrated that PP is sensitive to violations to the model (Buckley 2002, Douady et al. 2003, Erixon et al. 2003, Huelsenbeck & Rannala 2004, Waddell et al. 2002). Interestingly there seems to be little downside to slight overparameterization of the model, although the expectation is that all the parameters should have increased variance (Cunningham et al. 1998). In contrast, underparameterization can lead to greatly inflated estimates of the PP (Erixon et al. 2003, Huelsenbeck & Rannala 2004, Lemmon & Moriarty 2004, Suzuki et al. 2002). In light of these results, it appears prudent to use sufficiently complex models in performing Bayesian MCMC and err on the side of complexity rather than simplicity. The results about the relatively minor ill effects of overparameterization come from analyses in which the analysis model is slightly too parameter-rich; these conclusions do not imply that one should avoid model-selection techniques and always prefer the most-complex model available.

Posterior probability interpreted as a function of the p-value. Assessing the probability of a Type I error (i.e., rejecting the null hypothesis when it is true) forms the cornerstone of most frequentist statistical tests. Phylogenetic analyses fit naturally into the estimation or model-selection frameworks, whereas p-values are integral to hypothesis testing. To convert clade support statements into a hypothesis test, one must choose a threshold (critical value); support higher than the threshold is taken to mean the rejection of the null hypothesis that the tree lacks the clade. In phylogenetics, assigning a p-value of 0.05 to a branch should mean that the corresponding clade is only seen with greater support from the data in 5% of data sets drawn from trees that do not contain the clade (the null model).

It may seem intuitive to treat the one minus the PP of a clade as a p-value. However, practitioners working with real data generally do not interpret PPs (or bootstrap values for that matter) attached to nodes on a phylogenetic tree as indications of Type I error. Nevertheless, theoretical studies that generate data from star trees and focus only on the incidence of strongly supported clades are implicitly examining how well Bayesian procedures produce p-values. Frequentist p-values are usually calculated under the least-favorable conditions—i.e., under a null model that is most
likely to lead to a false rejection. In testing the significance of a clade, for example, the null hypothesis is the maximum likelihood tree constrained to not have that clade. Thus frequentist p-values are defined with respect to Type I error and lead to conservative inference because they are based on a worst-case scenario. In contrast, Bayesian methodology does not place a premium on controlling Type I error. Thus, unsurprisingly, converting Bayesian PPs into a frequentist test can result in inflated Type I error rates (Suzuki et al. 2002). When the model of evolution is severely misspecified, the PP leads to dramatically high rates of Type I error (Buckley 2002, Suzuki et al. 2002). Type II error (failing to reject an incorrect hypothesis) for a given cut-off value appears to be lower for the PP than for the BP under simple conditions (Alfaro et al. 2003).

**Predictor of the best empirical estimate.** If we examine the behavior of methods on real data, we do not have the luxury of knowing the true tree. One can use the best tree from an empirical study as a proxy for the true tree. Tree inference procedures can be studied by subsampling taxa and/or characters from the original matrix, analyzing these subsets, and comparing the results with the analysis of the full data set (Simmons et al. 2004, Taylor & Piel 2004). Because the true generating model is unknown, one interpretation of these studies is that they show the effects of biologically relevant model misspecification.

Testing clade support based on a data subset approximates the probability that the clade will be found in the full data analysis and gives systematists a sense of whether they can interpret a support measure as “the probability of the clade being found if we collected a much larger data set.” Bootstrapping or jackknifing significantly underestimates this probability, whereas the Bayesian PP significantly overestimates it (Simmons et al. 2004, Taylor & Piel 2004). If the conditions in these studies are phylogenetically representative, these results suggest a clade that receives an 85% bootstrap or jackknife value is more likely to appear after more-extensive data collection than one that receives an 85% PP. Strongly supported nodes (PP > 95%), however, appear to be only slightly inflated (Taylor & Piel 2004)—they do not appear to be as extremely overestimated as some simulation studies (Suzuki et al. 2002) indicate.

**Correlation with the bootstrap proportion.** Some studies have simply quantified the correlation coefficient of the PP and the BP, typically calculated across all clades in an analysis. The PP shows moderate correlation with the nonparametric BP, although the strength of the relationship can vary considerably depending on the simulation conditions (Alfaro et al. 2003, Cummings et al. 2003, Douady et al. 2003). Importantly, even in cases where the two measures differ substantially, a staggeringly large number of splits will have received support equal to zero. Thus the overall correlation between the PP and BP is generally high.

**The Posterior Probability and the Bootstrap Proportion**

The nonparametric bootstrap has a long and controversial history in phylogenetics (Berry & Gascuel 1996; Efron et al. 1996; Felsenstein 1985; Felsenstein & Kishino
1993; Hillis & Bull 1993; Li & Zharkikh 1994; Newton 1996; Sanderson 1995; Sanderson & Wojciechowski 2000; Zharkikh & Li 1992, 1995). Despite the controversy surrounding the meaning and interpretation of the BP, the procedure is easy to describe: Pseudoreplicate data matrices are created from the original data by sampling the columns of site patterns, and the optimal tree for the pseudoreplicate is found. The process is repeated hundreds of times, and support for a clade is expressed as the proportion of times the clade appeared in the pseudoreplicates (Figure 2a).

Several papers have suggested there are theoretical reasons to expect the PP and the BP to be the same (Cummings et al. 2003, Erixon et al. 2003, Randle et al. 2005). A key difference between the methods, however, is that bootstrapping generates new data sets (by subsampling the original matrix), whereas Bayesian MCMC treats the data matrix and relies on a model to account for sampling variability. Given the similarities between the methods, we predict maximum likelihood and Bayesian analysis of any given bootstrap pseudoreplicate to be strongly congruent. In fact, when PPs are calculated for the bootstrap pseudoreplicates rather than the original matrix, the BP and the averaged PP are similar (Erixon et al. 2003, Waddell et al. 2002).

In a highly cited paper, Efron et al. (1996) state that the BP can be interpreted as an approximate PP if a noninformative prior is used on site patterns. Although we do not dispute this interpretation, this unconstrained model of site patterns differs substantially from the typical Bayesian phylogenetic models. Therefore, Efron et al.'s (1996) statement does not imply that the BP and the PP obtained from a MRBAYES run should be the same (see also Efron 2003). In the following section we elaborate on the differences between the Bayesian perspective on the BP and a typical Bayesian phylogenetic analysis.

---

**Figure 2**

Three perspectives of the bootstrap. (a) Typically, bootstrapping is performed by sampling columns of the data matrix (site patterns), finding the optimal tree for the pseudoreplicates, and recording the proportion of times a clade of interest appears. (b) The multinomial bootstrap mimics the resampling procedure in panel a by parameterizing the frequency of occurrence of the site patterns. Data sets can be simulated by drawing site patterns from this model, producing results that are identical to sampling with replacement from the original data matrix. (c) A nonhypothesis testing form of the parametric bootstrap would involve fitting the best tree, instead of a null or constraint tree as in the SOWH test (Goldman et al. 2000), and model of sequence evolution to the original data. New data sets can then be simulated under this model and analyzed, and the presence or absence of clades can be assessed. Note that procedures in panels b and c may yield different bootstrap proportions (BPs). Although they are both parametric procedures, the underlying models are quite different. Bayesian Markov chain Monte Carlo (MCMC) makes use of models that are similar to those used in parametric bootstrapping with the addition of prior probabilities on model parameters. Thus the Bayesian bootstrap posterior probability (PP) and the Bayesian MCMC PP may also differ owing to the difference in the underlying models (Svennblad et al. 2006).
**a** Bootstrap

1 Resample from original matrix

2 Optimize

3 Calculate support

**b** Multinomial bootstrap

1 Estimate frequency of data site patterns

2 Simulate

3 Optimize

4 Calculate support

**c** Phylogenetic parametric bootstrap

1 Fit probabilistic model to original data

2 Simulate

3 Optimize

4 Calculate support
The Parameters of the Nonparametric Bootstrap

Parametric bootstrapping involves estimating parameters of a model from the data, then generating data sets according to this fitted model. The typical description of nonparametric bootstrapping (i.e., resampling the original data with replacement data) sounds like a different procedure. It is possible to describe the nonparametric bootstrap as a procedure of estimating parameters from the original data under a peculiar model, then generating new data from this model (and parameters)—this is exactly the same strategy taken in parametric bootstrapping. The peculiar model is the unconstrained model of Goldman (1993). No tree is assumed in this model; instead one simply estimates the frequencies of every site pattern from the original matrix.

The unconstrained model gets its name from the fact that it enforces no relationships between the frequencies of different character types. In essence, the only assumptions made are that the sites are independent draws from the same underlying distribution—the multinomial distribution with expected character frequencies exactly matching the proportions seen in the observed data (Figure 2b) (Holmes 2003, 2005). Simulating from this multinomial distribution is identical to resampling the original data with replacement data because the probability of a site pattern generated at any position in the matrix is simply the proportion of sites in the original matrix that displayed that pattern. Describing the nonparametric bootstrapping as fitting the unconstrained model and then sampling from it may seem awkward and unnecessarily formal, but this description is the key to understanding Efron et al.’s (1996) Bayesian view of the BP.

A Bayesian View of the Nonparametric Bootstrap

Efron et al.’s (1996) Bayesian interpretation of the nonparametric bootstrap is framed in the context of estimating the means of normal distributions. However, one can apply the argument to phylogenetics using the unconstrained model with uninformative prior probability on the parameters. (Efron et al., however, do not explicitly describe this prior; see Svennblad et al. 2006 for possible implementations).

Phylogenies cannot be inferred using the unconstrained model because trees are not parameters of the model—the only parameters are the expected frequencies of each site pattern. The link between phylogenetic inference and this unconstrained model is made by associating every point in the space of pattern frequencies with a tree. Every possible data matrix can be represented as a vector of site pattern frequencies (where elements indicate the proportion of columns from the original matrix that shows a particular site pattern). If we view the elements of the vector as coordinates in multidimensional space, then each data set maps to a point in the space of possible pattern frequencies (Kim 2000). The choice of an optimality criterion (e.g., specification of a maximum likelihood model) induces a partition of this space. Each tree corresponds to a region of the parameter space. Any data set that displays pattern frequencies within this region will favor the tree. Thus, the data matrix that a researcher collects can be summarized as a location in the space of possible pattern
frequencies, and tree searching is an attempt to determine which tree's region contains
the observed data location.

Of course, the presence of sampling error implies that the observed pattern fre-
quencies will deviate from the so-called true pattern frequencies (i.e., those one would
obtained from infinitely long sequences). Assuming just the unconstrained model and
taking the partitioning of pattern frequency space as a given, a Bayesian assessment
of confidence attempts to estimate the probability that the true pattern frequencies
are within a particular tree's region of parameter space. Efron et al.'s (1996) Bayesian
interpretation of the nonparametric BP is then the probability that the true pattern
frequency falls within the region of parameter space that would favor a given tree.
Thus, the nonparametric BP can be considered an approximation to a PP, although
only when using a multinomial distribution over site pattern frequencies.

The Parametric Bootstrap

In the phylogenetic parametric bootstrap, the parameters are not site pattern fre-
quencies but instead are components of a probabilistic model of sequence evolution—
substitution rate parameters, branch lengths, and base frequencies. In the nonpara-
metric bootstrap, new data sets are generated using the multinomial distribution
centered at the observed data. In the parametric bootstrap, new data sets are gener-
ated from a phylogenetic model that has been displaced from the observed pattern
frequencies to the closest point on a “model manifold,” to use Kim's (2000) terminol-
ogy. Note that closeness here is measured by the Kullback-Leibler distance, which
is a form of likelihood ratio between a phylogenetic model and the unconstrained
model (Figure 2c). In the hypothesis testing form of parametric bootstrapping [e.g.,
the SOWH test (Goldman et al. 2000)], the pattern frequencies are moved to the
closest model manifold for a tree that does not have the clade of interest. Data are
simulated using a multinomial distribution (as in the nonparametric bootstrap), but
the parameters of the multinomial (the probabilities assigned to each site pattern) are
not free parameters—they are determined by the phylogenetic model. Given these
differences, we do not expect parametric bootstrap and multinomial bootstrap sup-
port calculated from the same data to always correspond. Although they are both
bootstrap procedures, the underlying sampling distributions are not the same. A simi-
lar case can be made for an expectation of differences between the nonparametric
bootstrap and Bayesian MCMC, even though both may be viewed as PPs (see below).

Contrasting the Bayesian Interpretation of the Bootstrap
with Markov Chain Monte Carlo

Although one could interpret the nonparametric BP as a PP derived from a uncon-
strained model (as discussed above), this PP should not always be equal to the PP
from Bayesian MCMC. This is because Bayesian MCMC more closely resembles
the parametric bootstrap in that both procedures fully exploit a model of character
evolution as the estimate support. Thus, even with a Bayesian interpretation of the
nonparametric BP, we should not expect the BP and the Bayesian MCMC PP to
always be the same because the underlying models are quite different. Svennblad et al. (2006) provide a more in-depth, analytical discussion.

**Summary of the Discussion of Posterior Probabilities**

The proliferation of Bayesian studies demands that phylogeneticists carefully consider the statistical meaning of the posterior in Bayesian and frequentist contexts. A Bayesian perspective provides the natural framework for interpreting the PP as the probability that the clade is correct given the prior, the data, and the model of evolution. We believe this view has utility in phylogenetic systematics, and PPs are a natural and useful way for comparing alternative hypotheses. However, even within the Bayesian framework, phylogeneticists must be aware of several factors that can influence the PP. Most important among these is the sensitivity of the PP to model misspecification. Assessments of model adequacy (Bollback 2002) and model averaging procedures (Huelsenbeck et al. 2004, Lewis et al. 2005) should accompany Bayesian analyses so that model-sensitive inferences can be identified. Fortunately, the flexibility of the Bayesian framework and MCMC computations allows complex models to be implemented in a fairly straightforward fashion (Castoe et al. 2004, Nylander et al. 2004).

It is unwise to automatically use the PP as a guide to rates of Type I error because the Bayesian procedures have not been constructed with frequentist performance in mind (though it is theoretically possible to define Bayesian models and priors that give good frequentist performance). Similarly, one should not expect PPs to correspond well with nonparametric BPs any more than one would expect the p-values from a parametric and a nonparametric test to be the same (Svennblad et al. 2006).

**ISSUES SURROUNDING THE PRIOR IN BAYESIAN PHYLOGENETICS**

Prior probability distributions (referred to as priors hereafter) are often a main focus of debates between Bayesians and advocates of other forms of statistical inference. The use of explicit prior distributions is unique to the Bayesian perspective, and the elicitation of priors is clearly a difficult and subjective step in an analysis. Even within the Bayesian school, practitioners disagree about the specification of priors when an obvious, uncontroversial prior is not available.

**The Subjective Bayesian Approach**

In subjective Bayesian analysis, prior probabilities are assigned according to the researcher’s degree of belief in different hypotheses (or parameter values). Advocates of subjective Bayesianism (de Finetti 1974, 1975; Goldstein 2006; Lindley 2000) usually cite the coherence of the methodology as one of its strengths. If the priors accurately reflect one’s initial beliefs, and the model is good, then the PP distribution is the
ideal guide to the researcher: Conclusions based on the posterior will be neither too conservative nor too liberal. The primary objection to the subjective Bayesian approach is that, although analyses to update personal beliefs may be useful in many situations, the scientific process demands objective statements about the data and hypotheses. Explicitly incorporating one’s personal beliefs makes the analysis unnecessarily limited to the scientist publishing the data and makes the results possibly unconvincing to other researchers.

Objective Bayesian Analyses

Objective Bayesian analysis has been a major focus of statistics in the past few decades. Simply put, the goals of an objective Bayesian analysis are to allow the data (via the likelihood) to dominate the conclusions that are drawn (for a readable review, see Berger 2004). Objective Bayesian priors are often called noninformative priors; however, minimally informative may be a more-accurate description (i.e., all probability distributions are informative about some hypotheses). Priors are chosen to have a minimal effect on the parameter of interest, and interpreting a prior as a statement of one’s beliefs is shunned (Bernardo 1997).

Objective Bayesian priors (e.g., Bernardo 1979) are not always uniform (flat) priors; instead they take the form of the model’s likelihood function into account to allow the data to dominate the analysis. Objective Bayesian priors have a number of desirable properties: Many avoid problems that arise from priors that are sensitive to arbitrary choices (such as how to parameterize a model), and they often result in analyses that behave well from a frequentist viewpoint (Bayarri & Berger 2004). Unfortunately, they are not used in phylogenetics because the likelihood function for character data on trees cannot be expressed in a tractable form. Instead, priors in Bayesian phylogenetics are usually chosen to be vague over a wide range of parameter values, in the hope that such priors will have minimal effect on the results of the analysis. Some refer to this kind of approach as pseudo-Bayes because the priors are neither truly subjective nor objective (Berger 2004). Despite the lack of a formal justification, many Bayesians regard it as an effective way of analyzing real data (Berger 2004).

Overview of the Use of Priors in Bayesian Phylogenetics

All calculations in a Bayesian analysis are performed using the joint probability density of all parameters. Systematists are usually interested in tree topologies, but prior probabilities must be specified for every aspect of the model. In practice, systematists specify the joint prior probability density by multiplying the prior densities for several groups of parameters. This is equivalent to treating these parameter groups as if they were independent of each other. When parameters are tightly correlated (such as the proportion of invariants sites and the parameter governing the amount of rate heterogeneity among varying sites), the assumption of independence is probably unwarranted, but is still generally made.
Priors on the Model of Sequence Evolution

In many cases, priors on parameters of the sequence evolution model may be of less concern than tree and edge-length priors. Sequence evolution parameters are estimated from all sites in the data matrix and thus tend to have sharp likelihood profiles and are relatively insensitive to the choice of prior. Yang et al. (1995) noted that, in the context of maximum likelihood, the parameters of the sequence evolution model were often similar from tree to tree. If this general pattern holds, then even poorly chosen priors on the parameters of the sequence model may have little effect on tree inference because all trees may be affected in similar ways.

Conversely, increases in model complexity should lead to a flattening of likelihood profiles because the data are used to estimate more parameters. If this happens, prior influence may become a concern, especially in regions of parameter space where models are relatively insensitive to parameter change (Felsenstein 2004, Rannala 2002, Zwickl & Holder 2004).

Priors on the branching process. Trees represent the results of real biological processes (e.g., replication, anagenesis, cladogenesis); thus it seems natural to model the process of forming trees itself—to place a prior on different tree shapes according to models of how trees are generated. As Yang et al. (1995) note, probability distributions over tree shapes were employed in some of the earliest attempts to use likelihood techniques to reconstruct genealogies (Edwards & Cavalli-Sforza 1963, Thompson 1975). The Yule process models tree formation by repeated division (speciation) without lineage extinction, whereas the birth-death process includes lineage extinction. Priors on both processes do not place uniform probability on all trees, but instead place them on all labeled histories. Historically, birth-death priors have been used in Bayesian phylogenetics (Rannala & Yang 1996), although nearly all recent analyses use a uniform prior on topologies. The effect of choosing different tree priors on inference remains uninvestigated.

Informative topological priors. At the outset of any new investigation, most systematists have some prior expectation for tree shapes because few groups remain completely unstudied in terms of their evolutionary history. Therefore, a default uniform prior on topologies is usually not appropriate. Effectively, the failure to accommodate relevant prior information may produce a conservative analysis, especially if the tree agrees with the previous estimates (the reported clade support will probably be lower than an estimate using an informative prior).

Instead of ignoring prior information, one could attempt to include it in the analysis. One approach is to use a super matrix, wherein all previous data are included and reanalyzed. Alternatively, one could use measures of clade support from previous studies as the topological prior in the analysis of new data. Ideally, one would use the joint PP distribution of trees and all parameters from the first analysis directly as the prior for the subsequent analysis. Unfortunately, this is not practical for two reasons: First, the computer memory required to represent this distribution is generally prohibitive, and second, sufficiently accurate estimates of the probability density are
not available. MCMC sampling may provide reasonable estimates of quantities such as clade PPs, but a detailed view of the entire parameter space of trees and models of character evolution is beyond our grasp. Ronquist et al. (2004) have pioneered an approach to accommodate measures of clade support from one analysis into a second analysis. From a tree with estimates of branch support (ideally PPs of the clades), they propose two sets of factors that can be used to approximate the entire joint distribution on trees. These approximations appear to capture the relative probabilities of trees that are good (close to optimal). This implies that if the final analysis recovers a tree similar to previous results, then the approximate topology prior has probably mimicked the ideal prior—the posterior distribution of trees from the previous analysis. One outstanding problem is how to deal with partial overlap of characters among the input trees (if some of them are based, in part, on the same sequence data). Downweighting the trees to account for redundant use of data is in order, but it is difficult to give precise guidelines on how such weighting should be done (Ronquist et al. 2004).

**Clade Priors and Tree Priors**

The prior probabilities of clades are usually not specified as independent inputs to the Bayesian inference. In practice, a prior on different topologies is specified, and this prior induces a prior distribution on splits. The most common prior in real analysis is a uniform prior over all topologies or over all labeled histories. A broader class of priors on tree topology includes label-invariant distributions (Steel & Penny 1993, Steel & Pickett 2006). In this class of distributions, the tree shape alone determines the prior probability on a topology. Any prior that seeks to be uninformative about the relationships among a group of taxa belongs to the class of label-invariant priors. Steel & Pickett (2006) prove it is impossible for any leaf-invariant prior to imply a uniform prior on all possible clades (assuming that analysis includes over four taxa for rooted inference or over five taxa for unrooted trees). This property arises from the compatibility of clades of differing sizes with differing numbers of topologies.

Pickett and Randle clearly view this property as a flaw in Bayesian phylogenetic analysis and as a reason to distrust clade PP: “[W]hen all trees are treated as equally probable, a priori, Bayesian clade support distributions are affected by priors that fail to model ignorance accurately” (Picket & Randle 2005, Randle & Pickett 2006). However, unequal priors on clades of different sizes do not imply a problem with clade PPs—if the model and prior are correct, the PP will accurately reflect the probability that both exist in the true tree. The unequal prior arises from an intrinsic relationship between clades and trees: Smaller clades are compatible with more trees than larger clades. Thus the phenomenon reflects a truth about probability statements on bifurcating trees (and not about Bayesian analyses, per se). As an analogy, let us consider the problem of estimating the number of beans in a jar. We could assign a prior probability to every possible value, but it would not be reasonable to expect this prior to assign equal probabilities to hypotheses such as “the number of beans is divisible by two” and “the number is divisible by three.” Although it may seem desirable to express a priori ignorance about every conceivable hypothesis, it is not
possible to do this and make coherent probability statements. For large trees, all clades have a low prior, and empirically, only modest amounts of data appear necessary to result in high PPs, even for clades that are assigned relatively low prior probabilities (Brandley et al. 2006).

**Priors on Branches**

Most Bayesian phylogenetic analyses follow the tradition of maximum likelihood methods and treat each branch length as an independent parameter. In practice, a single prior distribution is applied to each branch in the tree (implicitly assuming independence of branch lengths). A disadvantage of treating each branch length as an independent parameter is that it loses some information relevant to the phylogenetic inference. For example, assuming that the sampled tips are contemporaneous and the rate of evolution does not vary wildly over short timescales, branch lengths should be close to ultrametric. Models of tree generation can be used to specify that prior distributions are branch lengths that conform to the molecular clock hypothesis.

Suchard et al. (2001) employed a hierarchical approach to the assignment of priors on branch lengths that partially accommodates the information implied by contemporaneous taxonomic sampling. In their implementation, the prior probability for a particular edge had an exponential distribution. However, instead of specifying a fixed value for the mean of this exponential distribution, they treat the mean of the branch length prior as a type of parameter (a hyperparameter). A hyperprior distribution is assigned to the mean of the branch length prior, producing a model that is hierarchical—some parameters only affect predictions about the data that will be seen (and hence affect the likelihood), whereas hyperparameters only affect the probability density of other parameters. In the context of a joint prior over branch lengths, this hierarchical approach effectively expresses the intuition that the branch lengths will be roughly the same scale as each other.

Most practitioners are interested in the topology of the tree returned by a phylogenetic analysis, not in the other values inferred for other aspects of the models of evolution used during the inference. Despite the fact that the topology is the focal parameter, the prior distributions placed on other nuisance parameters can affect the topology inferred or the strength of support for aspects of the tree (Felsenstein 2004, Yang 2005, Zwickl & Holder 2004). The prior distribution placed on branch lengths warrants particular scrutiny for several reasons: There is no unambiguous upper limit on branch lengths; the length of internal branches is correlated with the difference in likelihoods between different topologies; and the prior distribution applied to branches influences $2N-3$ factors (the prior densities of each branch) that are multiplied to contribute to the prior probability density.

Branch lengths are usually expressed in terms of expected number of changes per site. In this parameterization, branch lengths are unbounded parameters. Clearly enormous branch lengths are not realistic, but it is difficult to justify any particular upper limit on the branch length. As Felsenstein (2004) points out, the likelihood does not go to zero as branch lengths become infinite. As all the branches in the tree
become large, the likelihood approaches a number determined by the equilibrium state frequencies of the model. This likelihood is usually extremely small, but not zero. Thus, the posterior distribution may be particularly sensitive to the upper bound placed on prior used for the branch length. Of course, the prior on branch lengths does not need to be a distribution that requires the specification of an upper limit (e.g., the default branch length in version 3.1 of MRBAYES is an exponential distribution). The use of a prior that puts decreasing density on higher branch length is justifiable because the likelihood is more informative about short branch lengths—it requires less data to discriminate between branch lengths of 0.01 and 0.02 than to discriminate between lengths of 1.01 and 1.02.

The potential for the branch length prior to affect clade probabilities is apparent when one considers extreme priors. If a strong prior were used to force all internal branch lengths to be infinitesimal, then all trees would have similar likelihoods (similar to a star tree’s likelihood). A prior emphasizing longer internal branch lengths may make Bayesian phylogenetic analyses too liberal (Yang & Rannala 2005). This causes concern in light of the tendency to use priors with unrealistically high means for branch lengths. Yang and Rannala give several suggestions for making Bayesian analyses more conservative, in particular using priors with small internal means.

Interestingly, Yang & Rannala (2005) also note that if one uses informative priors on topologies, one can reasonably make the branch length prior specifically tailored to the branch in question. If one wishes to express the prior belief that a clade is particularly unlikely, then one can also reasonably assume that if this is wrong (and the clade does exist), it is not separated by the other taxa by a long branch. (If it were, then the clade probably would have been recovered in previous analyses.)

**Inferring Trees from Star Trees**

Interestingly, data sets simulated from an unresolved model tree occasionally show strong support of one resolution of the tree (Cummings et al. 2003, Lewis et al. 2005, Suzuki et al. 2002). The effect can be particularly pronounced if the model of character evolution used to generate the data is more complex than the model used for inference (Suzuki et al. 2002). Simulations from star trees can be used to detect a bias in a method, such as long-branch attraction (Bruno & Halpern 1999). However, in some cases (Cummings et al. 2003, Lewis et al. 2005, Suzuki et al. 2002), the effect occurs even if external branches in the simulations are equal length and there is no bias for one tree over another. Given that Bayesian methods are consistent (if the assumed model is accurate and the prior does not rule out the true tree), one might expect the effect to decrease as more data are collected. Interestingly, it does not (Lewis et al. 2005). At first this result seems paradoxical. However, Bayesian theory guarantees the posterior will accurately reflect the uncertainty about a hypothesis that is true or false (eventually leading to complete confidence in or rejection of the hypothesis as more data is collected) (Cummings et al. 2003, Lewis et al. 2005). Theory does not guarantee that conditions on the border of multiple hypotheses (multiple trees in this
case) will return equal support for all bordering hypotheses, even as the amount of data increases.

On one level, these results are not too troubling. First, we do not expect true hard polytomies to occur frequently. Even small internal branches can be recovered if there is sufficient data, so the spurious support given to essentially infinite data is confined to hard polytomies. Second, the percentage of data sets showing strong support for a resolution is not high (unless the model of character evolution is also misspecified). Third, most researchers are accustomed to using moderate \( \alpha \)-levels in frequentist statistics. If one views a polytomy as a null hypothesis, then it is not surprising that one occasionally rejects a null inappropriately. We do not advocate interpreting Bayesian PPs in these frequentist terms. Instead, we merely want to point out that most practitioners accept some false positives from a statistical method.

Conversely, returning strong support for nonexistent clades is clearly an undesirable property. Even if false resolutions only occasionally receive strong support, a large tree could contain multiple spurious groupings.

Ideally, if data came from a polytomy, an inference method would return equal support for all possible resolutions. Because of sampling error, this ideal cannot be achieved in all cases. The frequencies of data patterns generated by a star tree are similar to those generated from a tree with a short internal branch. The frequencies are so similar that it is not feasible to discriminate between them, given a small sample of data. This fundamental reality means that if one were to engineer an analysis that avoids incorrectly resolved polytomies, there would have to be some loss of power (i.e., an inability to detect short branches when they exist).

**Priors for More Conservative Bayesian Markov Chain Monte Carlo**

Given that Bayesian methods (and other highly parametric approaches) tend to have high power, it seems appropriate to consider modifications of standard Bayesian approaches to make the results more conservative. Lewis et al. (2005) propose considering unresolved trees during the MCMC analysis and even using priors that prefer unresolved trees over more-resolved trees. Favoring polytomies may be done for the sake of conservatism, not realism. Thus, we may favor polytomies because errors that return unresolved trees are less troublesome than incorrectly supporting a false group. The consideration of polytomies during the MCMC requires a new set of proposals utilizing reversible-jump MCMC (Green 1995) to switch between models (trees in this case) that differ in the number of parameters they contain (for details, see Lewis et al. 2005). Simulations and real-data analyses indicate that considering polytomies during the MCMC does not dramatically affect the power of the analysis to detect short branches. Yang & Rannala (2005) discuss several approaches to using priors that favor short internal branches as a means of making Bayesian analysis. An ad hoc approach could also be used to mimic the behavior of a conservative Bayesian analysis (e.g., one could collapse branches that are shorter than some cut-off value before summarizing the trees sampled during the MCMC).
Summary of the Discussion of Priors

The requirement that practitioners of Bayesian methods must specify prior probability statements for every aspect of the model may seem daunting. Prior specification merits careful consideration, but for many aspects of the model, the data speak strongly. In these cases, a broad range of priors will lead to similar conclusions. Recent work suggests that the use of priors favoring short branch lengths, or polytomies, may prove to be an effective technique for allowing users to make Bayesian support statements conservative (without sacrificing too much power). Improving the feasibility of inference under complex models of character evolution will undoubtedly be one of the most important contributions of Bayesian phylogenetics to the field of systematics. Using sound priors with these parameter-rich models is particularly important because many possible parameter values will be compatible with the data.

Specifying priors that have no effect on the analysis is not an attainable goal. Thus if one wishes to utilize minimally informative priors, it is prudent to examine analyses using multiple combinations of priors to demonstrate that the priors are not having an unexpectedly strong effect on the conclusions.

CONCLUSIONS

Perhaps the greatest justification for the continued use and development of Bayesian methodology is the potential it offers as a model-based framework for analyzing multigene or genomic data sets. Bayesian methods are not, however, a panacea, and workers must familiarize themselves with the strengths and limitations of the approach when interpreting their phylogenetic analysis (reviewed in Huelsenbeck et al. 2002). Bayesian phylogenetics does not always produce statistics that have a good frequentist interpretation. Research into the development of probability distributions on tree space (Holmes 2005) has the potential to bridge this difference to some degree by improving the basis of all phylogenetic statistical tests. Beyond the issues we discuss here, additional work is also needed to understand the adequacy of current Bayesian MCMC samplers for yielding reliable PP under difficult tree conditions (Mossel & Vigoda 2005). Continued efforts in the areas of phylogenetic model development, model selection, and model adequacy are also necessary to ensure the adequate performance of Bayesian methods on the increasingly complex data sets of the future.
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